
Stock Prediction Using Twitter Sentiment Analysis 

Problem Statement 

 
Stock exchange is a subject that is highly affected by economic, social, and political factors. 
There are several factors e.g. external factors or internal factors which can affect and move 
the stock market. Stock prices rise and fall every second due to variations in supply and 
demand. Various Data mining techniques are frequently involved to solve this problem. But 
technique using machine learning will give more accurate, precise and simple way to solve 
such issues related to stock and market prices.  
“Stock Price Prediction Using Twitter Sentiment Analysis” a method for predicting stock 
prices is developed using news articles. The changes in stock prices of a company, the rises 

and falls, are correlated with the public opinions being expressed in tweets about that 
company. Understanding author’s opinion from a piece of text is the objective of sentiment 
analysis. Positive news and tweets in social media about a company would definitely 
encourage people to invest in the stocks of that company and as a result the stock price of that 
company would increase. A prediction model for finding and analysing correlation between 
contents of tweets and stock prices and then making predictions for future prices can be 
developed by using machine learning. 

 

Background 

Stock price prediction is one of the most important topic to be investigated in academic and 
financial researches. Various Data mining techniques are frequently involved in the studies. 
To solve this problem. But technique using machine learning/deep learning will give more 
accurate, precise and simple way to solve such issues related to stock and market prices.  

On social media, the information about public feelings has become abundant. Social media is 
transforming like a perfect platform to share public emotions about any topic and has a 
significant impact on overall public opinion. Twitter, a social media platform, has received a 
lot of attention from researchers in the recent times. Twitter is a micro-blogging application 
that allows users to follow and comment other user’s thoughts or share their opinions in real 
time. More than million users post over 140 million tweets every day. This situation makes 
Twitter like a corpus with valuable data for researchers. Each tweet is of 140 characters long 
and speaks public opinion on a topic concisely. The information exploited from tweets are 
very useful for making predictions. Sentiment analysis of twitter data and sentiment 
classification is the task of judging opinion in a piece of text as positive, negative or neutral. 

In this project a method for predicting stock prices is developed using Twitter tweets about 
various company. Sentiment analysis of the collected tweets is used for prediction model for 
finding and analysing correlation between contents of news articles and stock prices and then 
making predictions for future prices will be developed by using machine learning. 

Methodology 

Step1: Data Collection  

Tweets on Microsoft, Google, AAPL, are extracted from twitter API. The tweets will have 
collected using Twitter API and filtered using keywords like $ MSFT, # Microsoft, 



#Windows etc. Not only the opinion of public about the company’s stock but also the 
opinions about products and services offered by the company. The keywords used for 
filtering are devised with extensive care and tweets are extracted in such a way that they 
represent the exact emotions of public about Microsoft over a period of time. The news on 
twitter about Microsoft and tweets regarding the product releases can also be included. Stock 
opening and closing prices of Microsoft are obtained from Yahoo! Finance. 

Step2: Data Pre-Processing  

Stock prices data collected is not complete understandably because of weekends and public 
holidays when the stock market does not function. The missing data is approximated using a 
simple technique. Stock data usually follows a concave function. So, if the stock value on a 
day is x and the next value present is y with some missing in between. The first missing value 
is approximated to be (y+x)/2 and the same method is followed to fill all the gaps.  

Tweets consists of many acronyms, emoticons and unnecessary data like pictures and URL’s. 
So, tweets are pre-processed to represent correct emotions of public. For pre-processing of 
tweets, we employed three stages of filtering: Tokenization, stop words removal and regex 
matching for removing special characters. 

1) Tokenization: Tweets are split into individual words based on the space and irrelevant 
symbols like emoticons are removed. We form a list of individual words removed. Form 
a list of individual words for each tweet 

2) Stop word Removal: Words that do not express any emotion are called Stop words. After 

splitting a tweet, words like a, is, the, with etc. are removed from the list of words. 
3)  Regex Matching for special character Removal: Regex matching in Python is performed 

to match URLs and are replaced by the term URL. 

Step 3: Sentiment Analysis 

Sentiment analysis task is very much field specific. Tweets are classified as positive, negative 
and neutral based on the sentiment present. Out of the total tweets are examined by humans 
and annotated as 1 for Positive, 0 for Neutral and 2 for Negative emotions. For classification 

of nonhuman annotated tweets, a machine learning model is trained whose features are 
extracted from the human annotated tweets. 

Step4: Feature Extraction 

Textual representations can be done using n-grams. N-gram Representation: N-gram 
representation is known for its specificity to match the corpus of text being studied. In these 
techniques a full corpus of related text is parsed which are tweets in the present work, and 
every appearing word sequence of length n is extracted from the tweets to form a dictionary 

of words and phrases. For example, the text “Microsoft is launching a new product” has the 
following 3-gram word features: “Microsoft is launching”, “is launching a”, “launching a 
new” and “a new product”. In our case, N-grams for all the tweets form the corpus. In this 
representation, tweet is split into N-grams and the features to the model are a string of 1s and 
0s where 1 represents the presence of that N-gram of the tweet in the corpus and a 0 indicates 
the absence. 

Step5: Model Training 



The features extracted using the above methods for the tweets are fed to the classifier and 
trained using classification methods like Logistic Regression, Decision Tree, SVM and KNN 
to estimate the movement of the change in stock market price vs the volume as well as 
sentiment of news articles and tweets. Apply Linear Regression to find relation between the 
change in stock market price vs the volume as well as sentiment of news articles and tweets. 
Architecture is shown below: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Experimental Design  

Dataset  

1) Tweets from StockTwits 
2) News articles from  

  IBM Alchemy Data News API 
 The Guardian API 
 NYTimes Article Search API 

3) Stock Information: 
 Google Finance API 

                               Provides no delay, real time stock data in NYSE & NASDAQ 

 Yahoo Finance API 

Tweets are classified as positive, 
negative & neutral 

Feature Extraction using N-Gram 

Model Training using  Logistic 
Regression, Decision Tree, SVM and 

KNN 

Tweets Collected from StockTwits 

Data Pre-processing & Cleaning Of 
Data 



                The updates are 15 minutes late but provides historical day-by-day stock 

data 
 

Evaluation Measures  
1 Measure correlation between  

  Volume of tweets vs change in stock price 
  Sentiment of tweets vs change in stock price 
  Volume of news articles vs change in stock price 
  Sentiment of news article vs change in stock price 
   

2. Mean Squared Error for Linear Regression Model 
                         Loss function and accuracy percentage for Classification model  
 

Software and Hardware Requirements  

Python based Computer Vision and Deep Learning libraries will be exploited for the 
development and experimentation of the project. Tools such as Anaconda Python, Jupyter 
Notebook and libraries such as OpenCV, Tensorflow, and Keras will be utilized for this 
process.  
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